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7. .7

ANALYSIS OF FACILITIES' Approach
ENERGY USE PATTERNS Scatterplots and linear regression were used to

analyze FFECI data. The analysis was used to
determine the effects of daily heating and cooling I.
degree days and other weather parameters on build-

I INTRODUCTION ing energy consumption.

A time series analysis of FFECI electrical con-
Background sumption data was done to characterize a typical

Eighty-four percent of the energy that the Army daily energy consumption profile, to examine the
consumes annually is used to operate its installations, feasibility of developing predictive algorithms suit-
The cost of this energy is $1 billion per year. To able for use by Energy Management and Control
manage the use of energy resources on Army installa- Systems (EMCS), and to develop guidelines for
tions effectively, Facility and District Engineers need short-term electrical energy monitoring efforts.
improved ways to estimate the energy consumption
of buildings. Computer programs, which provide Mode of Technology Transfer
very accurate estimates, often require large amounts It is recommended that the information in this
of input data and much time to set up. What is often report be disseminated by Engineering Technical
needed is a quick, inexpensive way to get a reason- Notes on the following subjects:
able estimate of the energy consumption of various
Army buildings. Such a method also should allow 1. Estimating Army facilities energy consumption
the engineer to assess potential energy conservation
techniques. 2. Guidelines for short-term electrical metering

based on time series analysis.
The Army's development of building energy con-

sumption estimation methods began in 1975 with the
Fixed Facilities Energy Consumption Investigation
(FFECI), a joint effort of the U. S. Army Construc- 2 REGRESSION ANALYSIS
tion Engineering Research Laboratory (CERL) and
the Facilities Engineering Support Agency (FESA).
The FFECI data and previous analyses are described The work described in this chapter is based on
in CERL Reports E-127, E-120, and E-143.1 analyses by CERL2 and work by TPI, Inc., Beltsville,

MD.
Objective

The objective of this study is to develop methods Hourly energy consumption data taken between
of estimating building energy consumption that are 1976 and 1979 were analyzed for 70 buildings at Fort
based on a comprehensive analysis of available Carson, CO, Fort Hood, TX, and Fort Belvoir,
weather and energy-use data. The methods can be VA. These data consisted of electricity and gas
used by Directorate of Engineering and Housing consumption information for family and troop hous-
(DEH), District, and Major Army Command ing, and for administrative, community, medical,
(MACOM) engineers in analyzing, planning, and maintenance, and storage facilities.* Regression anal-
budgeting of Army installation energy use. ysis was used to determine the effects of weather

parameters on energy consumption. Scatterplots of
the data were produced to characterize, qualitatively,

L. Windingland, et al., Fixed Facilities Energy Consumption the patterns of energy consumption observed.
Investigation Data Users Manual, Technical Report E-127/
ADA052708 (U. S. Army Construction Engineering Research
Laboratory [CERL], 1978); L. Windingland and B. Sliwinski, 2L

Fixed Facilities Energy Consumption Investigation-Initial B. Sliwinski
Energy Data, Interim Report E-120/ADA051074 (CERL, B. Sliwinski, et. al.
1978); B. Sliwinski, et al., Fixed Facilities Energy Consump- *Throughout this report, the building numbers are FFECI
tion Investigation-- Data Analysis, Interim Report E-143/ data point identifiers and not post building numbers, unless
ADA066513 (CERL, 1979). otherwise indicated.
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Data Processing correlations were poor in mayiv cas.s, it was ft I hai I
One of the biggest problems of any data analysis this was a result ol a huilding's opcratiom1a iil

effort is the production of a clean, usable data set characteristics rather than data anomalies.
,o from field data which may have a variety of prob-

lems. Therefore, the first step in analyzing the FFECI Weather Data
data was to generate a clean data set. This was done Files of weather data were produced for Forts
primarily by eliminating suspect or "bad" data. No Carson, Hood, and Belvoir as part of the data
attempts were made to correct or recover data. processing and as a preliminary step to further

analysis. The weather data sites used were, respec-
There are several types of bad data. The easiest tively, Colorado Springs, CO, Waco, TX. and

type to identify has large blocks of data where Washington, DC. TPl obtained the weather data'
nothing but zeros are entered. These can be elimi- from the Department of Commerce's National
nated easily during the computer data analysis. A Oceanic and Atmospheric Administration (NOAA).
harder problem to eliminate is the presence of spo- The data were in two slightly different formats.
radic small signals intermingled with the zeros, which Colorado Springs and Waco data were in NOAA
give the appearance of nonzero readings. Since small format CD144, and the Washington, DC, data tapes
readings may legitimately occur for certain buildings were from the SOLMET series. The SOLMET tapes
during certain times of the year, one cannot arbi- contain directly measured total horizontal insolation,
trarily eliminate all data below a certain value. The which the CD144 tapes lack; the CD144 tapes con-
days at the beginning and end of a zero block may tain wet-bulb and relative humidity data, while the
also have substantial error. Zeros may also appear in SOLMET tapes provide dew point information. The
readings taken for several hours in a day, but not SOLMET tapes also provide hourly weather data,
cause that day's total to be zero. and the CD144 tapes provide data for 3-hour

periods. The SOLMET tapes are in SI units, while
There are also blocks of data which have signifi- the CDI44 tapes are in English units.

cant daily values because of sporadic noise or bad
sensors. These blocks of data can be recognized by TPI developed two programs to produce daily
pattern, but not necessarily by daily magnitude. weather statistics from the NOAA tapes: WETHER
There are also a limited number of data points which and SOLMET. The WETHER program for the
are much too large, because of either capacity limita- CD144 tapes produces the following daily weather
tions or the time of year. statistics: maximum, minimum, and average dry

bulb; maximum, minimum, and average wet bulb;
Using only the computer to eliminate data which average relative humidity; average wind speed; aver-

fall into these categories would have required a major age wind direction (weighted by wind speed); wind
program development effort and still not have pro- dominance; and estimated global insolation. The
vided certainty. Therefore, a combination of com- wind dominance statistic indicates, in a range of 0 to
puter and visual techniques was used to identify 100 percent, the dominance of a particular average
anomalous data. The hourly and daily data were wind direction for a specific day. The SOLMET pro-
printed out for all buildings in the study. The output gram provides roughly the same information, except
was then scanned visually to identify data to be that the wet-bulb and relative humidity statistics are
removed. Most bad data were identified, although it replaced by average dew point.
was impossible to note every piece with just visual
scans. The estimated global radiation was derived from

the opaque cloud cover measurement on the NOAA
After the bad data were eliminated, scatterplots tapes using the algorithm developed by Machta

were generated for each building. They helped pro- and Cotton of NOAA's Air Research Laboratory.
vide a better understanding of the correlations and Machta and Cotton developed two equations: one
also allowed additional outliers to be identified. relates clear sky solar radiation to solar azimuth
Additional sections of data were then eliminated angle, and the other calculates a modifier for clear
using these scatterplots to seek bad data. sky solar radiation based on the percent opaque

Based on the information available for analy, ription of Weather Data Analysis. TPIi SR 81 04 (TPI,
further removal of data was not justified. Althou, It deltsville. MD., May 5, 1981).
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cloud cover statistic. Regressions were performed ture, wind velocity, insolation, and perhaps wind
for 26 weather stations throughout the continental direction and relative humidity. However, other -%ari-
United States for which sufficient solar radiation ables" also effect the daily energy consumption ol
data were available. Regression coefficients for the buildings. These variables are primarily related to
clear sky equation were obtained separately for morn- building occupancy. For example, if a family is away
ing and afternoon values, and the constant term for a weekend, one would expect the infiltration rate
differs for each month. Three subroutines were to be lower, since outside doors will not be opened-
written to implement this algorithm-one for each of hence, energy consumption will be lower. Unfortu-
the three National Weather Service Stations. nately, such variables are very hard to quantify, with

the possible exception of weekend/ weekday differ-
After data processing and the production of ences for administration buildings. Examining the

weather data files, an analysis was performed to effects of these variables is only rarely practical. They
determine the effects of various weather parameters are not accounted for in the set of independent
on the buildings'energy consumption. Earlier CERL variables, however, and this reduces the explanatory
studies4 had examined aspects of the dependence of power of the regression equations. Data on these
energy consumption on heating degree days (HDD) variables were not available for this study.
and cooling degree days (CDD). The scatter which
appeared in some of these correlations led to a need Another problem with the independent variables
to determine if other weather parameters might arises from their causal interrelationships. For
improve the correlations. example, insolation and temperature are closely

linked variables on a daily level. Solar heating as a
Description of Regression Analysis causal mechanism in diurnal temperature fluctua-

The multiple regression procedure was the princi- tions is well known to meteorologists. However, this
pal statistical technique selected for the analysis. This causal relationship provides both direct and indirect
technique allows the researcher to analyze, quantita- paths by which insolation can affect energy con-
tively, the relationship between a "dependent" vari- sumption in buildings. For example, direct solar gain

able (to be predicted or explained) and a set of can be a major component in cooling loads. The
"independent" variables. The multiple regression solar radiation increases air temperatures, which
technique produces an equation relating the depen- results in greater conduction and infiltration cooling
dent variable to the set of independent variables. It loads. if both insolation and temperature are in-
also provides statistics which quantify the explana- cluded in the independent variable list, there can be
tory powr" f the regression equation, the expected problems in separating the direct and indirect effects
errors of this equation, and the statistical significance of the insolation variable.
of each independent variable.

Several variables are often measured for a given Analytically, there are two approaches for explain-

phenomenon ("event"). To use regression techniques, ing the regression technique. The first one derives
these variables must be partitioned between the the regression procedure from a minimum sum of

dependent variable and the independent variables, squared errors approach. The regression technique is

This partition can be made by a number of criteria, defined as the mathematical procedure which selects

Where physical causality is well established, the the linear combination of the independent variables
choice of the partition is usually clear. Since the basic that minimizes the sum of the squared distances
heat transfer mechanisms of building energy con- between the points of the dependent variable and the

sumption are well understood, the selection of these line in hyperspace defined by the linear combination
of the independent variables. The minimum sum-of-

variables is relatively straightforward for a single ofuthe depndentovarile Theinim s o
building. The dependent variables are those to be squares definition of multiple regression requires no
predicted--daily electrical and gas consumption for assumption about the statistical distribution of the
each building, dependent variable. However, this definition does

not allow a statistical analysis of significance and
The selection of independent variables presents a predictive error.

slight problem. The obvious variables are tempera-
The second approach-the maximum likelihood . -

'L. Windingland. et al.; L. Windingland and B. Sliwinski. definition-overcomes this problem. This approach
B Sliwinskl, el al begins with a few not-too-restrictive assumptions.
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First, it assumes that the following physical model in other words, if the --statistic tell within the tail,-
determines the relationship between the dependent there would be a probability of .01 or less that this
and independent variables: value of the F-statistic would occur by chance. 1 hus,

it is reasonable to assume that a statistically signifi-
Y, = + JOXi + 12X 2 + + mXn- + t, [Eq I] cant relationship does exist.

where Y, is the dependent variable, the X's are the The second type of F-test determines the signifi-
independent variables, the 8's are the linear coeffi- cance of individual regression coefficients. The F-
cients of the physical relationship, and t, is an error statistic in this test is formed by examining the
random variable. additional variance explained by adding the variable

in question after all other regression coefficients have
In addition, it is assumed that t is normally already been taken into account. This test determines

distributed with mean zero, and that t, and fk are the statistical significance of the variance explained
uncorrelated. Based on these assumptions, the mul- by the variance remaining in a given independent
tiple regression technique selects a set of coefficients, variable after all the covariance with other indepen-
Bo. .... B,, based on a sample of points, These "B" dent variables has been removed.
coefficients have the maximum likelihood (greatest
probability) of equaling the true "13" coefficients, The final statistic is the standard error of the -.

based on the given sample of points, regression coefficient (S.E. of B). This statistic
approximates a normal distribution when the num-

Three statistics are used to describe the result- ber of cases is above 200. Below 200 points, this
ing regression equation. These statistics quantify statistic approximates a Student's-t distribution. The
goodness-of-fit, statistical significance, and predic- S.E. of B allows confidence intervals to be calculated
tive accuracy. for the regression coefficients and for the resulting

predicted values of the dependent variable.
The most commonly known regression statistic is

the "R-squared" goodness-of-fit. This statistic repre- The specific regression procedure used by the
sents the percentage of the variance of the dependent SPSS computer routines employed in this analysis is
variable which is explained by the variance of the termed the "forward selection" procedure. This pro-
independent variables. Thus, an R-squared value of cedure selects the independent variables, one by one,
0.87 indicates that 87 percent of the variance in, for on the basis of the F-statistic on the individual vari-
example, gas consumption is explained by the com- ables. The variable selected is entered into the regres-
bined variance of, for example, heating degree days sion equation at each step and the F-statistics are
and insolation. An R-squared value of 87 percent computed for the remaining variables not in the
indicates a fairly good correlation, while an R- equation. The forward selection procedure allows the
squared value of, say, 17 percent indicates a poor researcher to select a level of statistical significance
correlation. and ignore the equations which include variables

below that level.
The statistical significance of the regression is

determined by a number of F-tests. The F-statistic is Regression Results
basically the ratio of sums-of-squares divided by The regression performed for this study examined
their degrees of freedom. This statistic allows for a the effects of ambient temperature (as HDI) and
hypothesis test on the significance of the entire regres- CDD), solar radiation, wind speed, and relative
sion equation and on the significance of individual humidity on gas and electric energy consumption.
coefficients. For the overall significance test, the null Humidity was not found to be a significant variable
hypothesis is that all the regression coefficients are in any of the regressions performed. However, solar
zero, which implies that no relationship exists radiation and wind speed were slightly significant in
between the dependent variable and any independent several regressions. Generally, it was found that
variable. Given the null hypothesis, the overall F- HDD and CDD are the most significant weather
statistic follows the F distribution. If a 99 percent variables relating to energy consumption. - -

significance level is chosen for the F-test, then the .
null hypothesis would be rejected if the F-statistic fell Energy consumption can vary widely among indi-
within the upper 1 percent tail of the F distribution. vidual buildings. Therefore, the regression analysis

10.04"



.' I

results presented in the sections below should be used data has less scatter than that of the per-family basis.

to estimate consumption for aggregates of buildings as shown by the mean and o,, the standard devia-

(i.e., 10 or more). tions (excluding Buildings 319 and 322).

Family Housing Per Family: Mean= 183 cu ft/day

Family housing is divided into four categories: a, = 58

single-family, duplex, fourplex, and eightplex. Table
I shows the regression results (slope and constant).'-" o, = 22.5

* Key building parameters are also included in the =2,,5
table. The slope term is not nearly so well-behaved as the

constant term. Table I provides the slope coefficient
The relationship between the constant term in the of each building in terms of Btu/sq ft/HDDd where

regression analysis and various building parameters HDDd are daily heating degree days.
was obtained by comparing the energy consumed per

square foot of floor with the energy consumed per The electricity consumption in family housing

family. Table 2 shows the constant energy consumed varied considerably because some units did not have
per square foot of floor area columnated by the air conditioners. For houses with no air conditioning
number of families in the building. Figure I illus- (primarily at Fort Carson), the insolation term is the
trates the data both in terms of consumption (cubic most statistically significant variable in the regres-
feet of gas per family) versus the number of families sions. Buildings 110, 115, and 122 have insolation
and in terms of average consumption per family vanable coefficients which are statistically signifi-
versus number of families. The data have consider- cant, but only marginally so. This slight correlation is
able scatter when individual building data are used, negatise and probably reflects the increased lighting
but the average consumption per famly shows a and applicance use dunng shorter days of the year.
clear declining consumption rate. The constant term
can also be analyzed on a per-square-loot baris wlidins without air conditioning showed no

rather than per tamilv Table I shows the constant orreiation with ( DD. for these buildings. a 'alue of

term multiplied by 1000 Otus per cubic toot M gS 016, i)i' h %4 It da, was obtained from regrssion

" divided by the floor area. The distnhution )t thesw c ,Us . d ,ait' eCit -tr i "
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Table 2
Regression Constant for Family Housing Versus Number of Families

(Cu Ft Gas/Day)

No. of
Families 1 2 4 8

Total Per Family Total Per Family Total Per Family

289 188 94 509 127 935 117
197 386 i93
197 407 203
319 378 189
147 422 211
288 304 152

438 219
337 168
289 145

Average 239.5 350 175 509 127 935 117

Note: Buildings 319 and 322 have not been included in these data.

The use of electricity for air conditioning showed For non-air-conditioned buildings:
strong correlations in the Fort Hood and Fort
Belvoir homes. The figures in Table 3 show the E = .01659 (kWh/sq ft/day) [Eq 4]
electric slope term on a per-square-foot of floor space
basis. Notice that although the consumption for These equations should be used to estimate the

individual buildings varies greatly, the averages for energy consumption of aggregates of buildings (i.e.,
the categories are quite close. One may therefore 10 or more). (It is evident from TPI's and CERL's
conclude that in hot climates (Belvoir and Hood), the work that consumption varies widely among indi-
air-conditioning consumption rate for family hous- vidual buildings. (See Table I and CERL TR E-143).
ing will be about .00176 kWh/sq ft/CDD.

Troop Housing
The results of the regression analysis done by TPI The heating results presented below for troop

in 1980-1981 on family housing are in near agree- housing are based on analyses performed by CERL.6.
ment with those obtained by CERL.5 The TPI results
indicate a smaller heating slope term and a larger Analysis of heating energy use data for barracks
cooling slope term. The constant terms in each study showed poor correlation with HDD when no group-
agree very well. Equations 2, 3, and 4 are obtained by ings were made with respect to the barracks' year of
averaging the slope constants obtained in the studies. construction. However, when the year of construc-

tion was considered, there were good correlations
Heating: The barracks were divided into three age categories:

barracks built before 1966, including World War II
Eh = 113.5 + 16.5 X HDD* (Btu/sq ft/day) [Eq 2] types, which are designated as "old"; barracks built

after 1966 (except for the modern Army modular
Electricity: type), which are designated as "new, nonmodular";

and barracks of the modern Army modular type,
* For air-conditioned buildings: which are designated as "modular." The equation for

daily heating energy use by old barracks was:
E= .01359 + .00172 X CDDd (kWh/sq ft/day)

[Eq 3] Eh = 130.5 + 15.99 X HDD,, (Btu/sq ft/day)
IFq 51

5L. Windingland, et at.; L. Windingland and B. Sliwinski;
B. Sliwinski, et al. 1L. Windingland, et al.; L. Windingland and B. Sliwinsk.

*HDD = daily heating degree days. B. Sliwinski, et al.

12



Table 3
Electric Slope Term (Family Housing)

(kWh/sq ft/CDD)

Single-Family Duplex Fourplex Eigh tplex

.00125 .00252 -- .00171
.00217 - .00139

.00151 .00136
.00208

.00177

.00275

.00243

.00182

.00138

.00079
- Avg./Bldg. t.00164 - .00183 - .00171

For new, nonmodular barracks, the equation was: equation, obtained for daily electric energy use for
barracks with air conditioning, was developed by

Eh = 81.91 + 7.4 X HDDd (Btu/sq ft/day) [Eq 6] averaging the slope and constant terms of the TPI
and CERL studies:

As shown in these equations, the new, nonmodular
barracks use about half the energy per HDDd as the E, = .01566 + .00149 X CDDd (kWh/sq ft/day)
old barracks. [Eq 8]

When data from modular barracks were included For barracks without air conditioning, the value
in the regression analysis with data from new, non- obtained from the regression analysis for daily elec-
modular barracks, poor results were obtained. How- tric use was .0152 kWh/sq ft. This does not include

* ever, when these data were grouped separately, the old barracks built between 1941 and 1945; for these
results were good. The heating energy for modular buildings, the regression analysis provided a value of
barracks is supplied by hot water from a central .0065 kWh/sq ft.
plant. The equation for daily heating energy use for
the new modular barracks was: Administration/ Training Facilities

The results for administrative/ training facilities
Eh= 295.9 + 34.32 X HDDd (Btu/sq ft/day) are based on analyses performed by CERL. 8

[Eq 7]
Analysis of heating energy use data for administra-

This indicates that the modular barracks in this tion/training buildings showed good correlation with
sample use about four to five times more heating HDD. Some of the scatter in the data results from
energy per HDD than the new, nonmodular barracks. variation in building type, site, and use. For example,

some of the buildings were administration/classroom
The results for barracks electrical consumption buildings, and others were administration/ supply.

are based on analysis by TPI and CERL.7 Analysis - The supply buildings, in particular, were likely to
of electric energy use data taken from new, non- have large air infiltration rates at certain times. The
modular barracks with air conditioning showed rea- equation obtained for daily heating energy use for
sonable correlation with CDD. Some of the scatter administration/training buildings was:
in the data results because some of the buildings are
cooled by central chillers which use water-cooled Eh = 76.71 + 18.97 X HDDd (Btu/sq ft/day)
condensers; this increases the effect of dew-point [Eq 9]
temperature on energy consumption. The following

7B. Sliwinski. et al. 'IB. Sliwinski, et al.

13



Data for electric energy use did not correlate well Table 5
. with CDD. Averages were calculated for the months Dining Facilities Electrical Energy Consumption

of May through September and October through "-r-k
April. The average daily electric energy use for May Bldg. Ihlir Area kWh/I)ay kWh/Sq IiDay
through September was: 118 19089 254 06509

130 13270 395 .02977
E, = .0512 (kWh/sq ft/day) [Eq 10] 131 13270 331 .02494 - "

145 26732 355 .01328

For October through April, the average daily electri- 353 23345 2366 .10135

cal energy use was E, = .0215 kWh/sq ft/day.
Data for electrical use did not correlate well with

Dining Facilities CDD. This was primarily due to differences in energy
The analyses done by TPI and by CERL both use among buildings. The daily average energy use

indicate very little correlation between dining facility for May through September was:
energy consumption and HDD or CDD. Table 4
indicates the heating (including cooking and hot E, .0557 kWh/sq ft/day
water) energy consumption for the dining facilities
analyzed by TPI. The average consumption from The value for October through April was:
Table 4 is:

E, = .0353 kWh/sq ft/day

Eh 241.9 Btu/sq ft/day Production/ Maintenance Facilities

The results for production/maintenance facilities* ~~~Table 5 gives electrical energy consumption fig- arbseonnlysprfmdbyCR ad
are based on analyses performed by CERL and

ures for dining facilities. Based on the data in Table TPl.t0
5, the average daily electrical energy consumption is:

Analysis of heating energy use data for produc-
S= .04701 kWh/sq ft/day tion/ maintenance facilities* showed a large degree of

scatter. This was expected because these facilitiesMedical/Dental Facilities have large, high bay doors and can have very large air
The results for medical/dental facilities are based infiltration rates during certain maintenance activi-

on the analysis performed by CERL.9 Analysis of ties. Large amounts of heat are also generated by
heating energy data for medical/dental buildings welding torches and other equipment. The equation

showed a fair correlation with HDD days. The for daily heating energy consumption for produc-

sample consisted of dispensaries and dental clinics; for /ai nea ner c ns was:

no hospitals were included. The equation for daily tion/ maintenance facilities was:

heating energy for medical/dental buildings was: Eh = 91.46 + 31.38 X HDDd (Btu/sq ft/day)

Eh = 254.4 + 24.31 X HDDd (Btu/sq ft/day) The data for electricai energy consumption
[Eq 11] showed no correlation with CDD. The value ob-

tained for daily average electrical energy use was:
9B. Sliwinski, et al.

E, .0264 kWh/sq ft/day [Eq 12]

Table 4 Community FacilitiesData from community facilities was difficult to
Heating Energy Consumed in Dining FacilitiesDaafo cmuntfciteswsdfcltoanalyze because of the diversity of buildings within

Bldg. Btu/Day Sq Ft Btu/Sq Ft/Day

118 615000 19089 32.21 10B. Sliwinski, et al.

130 5445000 13270 410.32 *Production facilities did not include major process-type
131 702000 13270 52.90 production buildings such as DARCOM ammunition plants, but
145 8164000 26732 305.40 only those with production activities such as light machining,
333 2879000 15695 183.43 assembly, and other activities associated with installation
353 10907000 23345 467.20 maintenance.
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this category. However, the data for the gymnasium None of the storage facilities in this sample was
and fieldhouse did correlate well with HDD. air-conditioned.

The equation for daily heating energy use for The value for daily average electric energy use was:
fieldhouses and gymnasiums was:

Ed = 0.0141 kWh/sq ft/day
Eh = 73.69 + 32.4 X HDDd (Btu/sq ft/day)

[Eq 131 Central Plant Data Analysis
Under FFECI, energy consumption data, in the

The equation obtained for one commissary which form of circular charts and daily logs, were gathered
did correlate with HDD was: for the High Temperature Hot Water Plant (Building

1860) at Fort Carson, CO. This plant provides high-
Eh = 147 + 14.17 X HDDd (Btu/sq ft/day) [Eq 14] temperature hot water in the winter for heating and

hot water to an absorption chiller plant in the
None of the electrical energy consumption data summer for cooling. The plant output averages 450

correlated with CDD. Table 6 gives the consumption million Btu/day in the summer and 1000 million
averages for all buildings analyzed. Btu/day in the winter.

Storage Facilities A linear regression was performed on the central

The results presented for storage facilities are plant data to determine the relationship between the
based on the CERL analysis." plant load and heating and cooling degree days. The

results indicated a poor correlation between plant
Analysis of heating energy data for storage facili- load and CDD but a good correlation with HDD for

ties correlated well with HDD. The equation ob- January, February, and March of 1978. Figures 2, 3,
tained for heating energy use for storage buildings and 4 illustrate these relationships.
was:

Results of Scatterplots
Eh = 35.7 + 36.1 X HDDd (Btu/sq ft/day) [Eq 15] Scatterplots were produced to develop regression

equations relating energy consumption to weather
parameters for each type of building. The scatter-

B. Sliwinski, et al. plots consisted of energy consumption in terms of
daily kilowatt hours or cubic feet of natural gas

Table 6 plotted as a function of the average daily dry-bulb
Ta b 6 temperature (DBAVG). The scatterplots are useful in

Electrical Consumption Averages a qualitative sense for characterizing the behavior of
for Community Facilities the various buildings' energy consumption.

Consumption
Building Type (kWh/sq ft/day) The most pronounced pattern of consumption is

the "check mark" pattern of electrical energy con-
143 Commissary .09720 sumption. Figures 5, 6, and 7 illustrate this pattern of
149 Commissary Annex .2130 energy consumption for an administration/ training

220 Commissary .1495 facility at Fort Hood, a dispensary at Fort Carson,
227 Swimming Pool .0191 and a family housing duplex at Fort Belvoir. It is
239 Theater .0319 significant that this consumption pattern is the same

336 Branch PX .0610 for different types of buildings; i.e., it is typical of a

354 Commissary .0816 building whose air-conditioning demand is strongly
364 Gymnasium .0139 correlated with outside temperature. Most buildings
375 Field House .0354 exhibiting this type of pattern were family housing.
362 Community Center .0709 The "knee" of the check mark occurs at the cooling

(Summer) balance point for a particular building. This pattern
.162 Community Center .0446(Winter) of energy consumption indicates a building that

,6 Main PX (Summer) .0345 would be a candidate for energy reduction in the
376 Main PX (Winter) .0202 summer through a higher set-point temperature. If a
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building with a "check mark" pattern of energy The scattergram for the post headquarters indi-
consumption has a sharp slope for temperatures cates that the general relationship between energy
below 650 F (i.e., the heating season), occupants may consumption and outside temperature is similar to
be using electric space heaters, or some other sea- that of the other buildings- however, there is much
sonal temperature-related electrical demand may stronger occupant effect, as indicated by the large
exist; such a building may be a candidate for lighting degree of scatter in the data. rhus, the first step in
reduction. reducing energy consumption for this building would

be to study its occupant behavior.
The next clear-cut pattern of consumption shown

in the scattergrams is a simple straight-line relation- A third clear-cut pattern in the scattcrgrams was
ship between daily gas consumption and daily aver- the "split" consumption pattern. This occurred pri-

* .age dry-bulb temperature. This pattern is not unex- marily for electrical consumption data for a ware-
pected, and is one of several which occurred. Figures house and an administration building (see l-igurcs I I
8, 9, and 10 are examples, respectively, of a straight- and 12). Split data occurred occasionally for gas con-
line relationship for the gas consumption of an sumption data for a BOQ (see Figure 13). The split
administration/training building, a dispensary, and a electrical consumption data represent the difference
post headquarters. These scattergrams indicate build- between weekday and weekend consumption and
ings whose heating energy consumption is closely indicate the difference between weekday and week-
related to the outside temperature. Although the end consumption. These data are positive indicators
buildings maintain similar temperatures, there are that occupants are turning off equipment when they
obvious differences between the three scattergrams. leave the building.
The differences may be used as a guide to determine
energy conservation measures, at least qualitatively. The split gas consumption data for the BOQ is
For example, the dispensary data indicate that the probably not caused by weekend, weekday variations
building may be fairly tight, or at least that effects because occupancy probably does not vary signifi-
of outside air infiltration are very repeatable. The cantly throughout the week. It is more likely that the
broadening of the scatter around 10 cu ft per day is split is caused by an unoccupied period such as
due to water heating or other small gas consumers during field maneuvers.
not directly related to outside temperature.

In either case, the split data can indicate the
Since the dispensary shows a controlled pattern of maximum energy reduction possible within a parti-

energy consumption, options for energy conservation cular building. The absence of these split data, as
might include insulation, reduction in HVAC outside seen for other administration building, (e.g., Figure
air, and reduced set-point temperature. The occu- 14), may indicate poor energy conservation during
pants' behavior does not appear to have a large unoccupied periods.
impact on the building's energy consumption.

The scattergram for the administration/training
building indicates that the maximum energy con-
sumption per day is governed by the building enve- 3 TIME SERIES ANALYSIS
lope. This is indicated by the sharp edge on the top

right-hand side of the data, as opposed to the scatter
on the lower left-hand side. Since the scatter occurs
on the left side, it indicates that there are often The primary purpose of the time series analysis
conditions, such as solar radiation and internal heat was to characterize the typical daily electric energ.
gains, which cause the building to use less energy consumption patterns for the various types of Army
than would be expected from consideration of the buildings. A secondary purpose was to examine
envelope alone. Conservation options for this build- possible application of a more detailed time series
ing would be similar to those of the dispensary, analysis in forecasting energy consumption (as might
except that a study of occupant behavior may be be used by an FMCS system). A third purpose was to
indicated, since the occupants may sometimes have examine the accuracy of short-term electrical aetier-

an effect on reducing consumption. ing in predicting annual energy consumption.
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Characterization of Daily Profiles for family housing. The rise to peak in troop housing
Family Housing begins at 1600 hours. The consumption pattern for

Figure 15 shows typical daily electric consump- weekends is nearly identical to that obtained for
tion profiles for family housing. These profiles were family housing, indicating perhaps that it is occu-
derived through a Fourier analysis of the data, which pants' activities more than building type which influ-
indicated the dominant frequencies that make up ences energy consumption.
daily consumption. The analysis provided a "typical"
profile for each building, even when the day-to-day Figure 16 illustrates the electrical consumption
trend varied somewhat throughout the year. As patterns for troop housing. Table 8 gives the coeffi- 'O
shown in Figure 15, daily consumption trends in cients of the equations representing the hourly elec-
family housing units are very similar. Peak consump- trical consumption for weekdays and weekends.
tion for most units is between 1900 and 2300 hours.
It is also interesting to note the difference in profile As shown in Table 9, the weekday peaks for the
between an air-conditioned and non-air-conditioned buildings analyzed were higher than the weekend
building. Building 214 is air-conditioned, but Build- peaks. However, the weekend totals were higher than . Oing p16 is not. Note that although their profiles are the weekday totals for three of the four buildings.

similar, the consumption by Building 214 at 0100
hours is as large as it is at 1000 hours, whereas Dining Facilities .',

minimum. Figure 17 shows typical daily electric consump-
tion profiles for dining facilities. Three of the dining

The profiles for weekend energy consumption do facilities analyzed have a very characteristic "three-
not vary much from the weekday profiles. In some meal-a-day" weekday pattern. The fourth facility has

cases, there is a smoothing of the double peak seen in a nondescript weekday pattern. One explanation for
the weekday trend, but like the weekday trend, the this behavior is that the three facilities with a very

daily peak occurs between 1900 and 2300 hours. pronounced pattern may have very specific meal-
Table 7 compares the amplitude of the weekday and times. The fourth facility, an enlisted open mess,
weekend peaks; in most cases, there is no great probably has more flexible operating hours.
difference. The table also shows the ratio of total to
peak electrical consumption. Table 8 gives the coeffi- The weekend patterns tend to support this idea.
cients of the equation representing the daily electrical Data points 131 and 130, which have pronounced
consumption for weekdays and weekends, weekday patterns, have a less pronouned weekend

pattern. Data point 333, which also has a pro-
Troop Housing nounced weekday pattern, has a weekend pattern

The consumption pattern for the troop housing which is very similar to the weekday pattern of data
studied was similar to that of family housing. The point 241. This is probably due to a more flexible
peak occurs between 1900 and 2300 hours for both meal schedule on weekends. Table 8 gives the coeffi-
weekdays and weekends. The weekday pattern for cients of the equations representing the hourly elec-
troop housing is lower from 0100 to 1600 hours than trical consumption for dining facilities,

Table 7
Family Housing-Comparison of Weekday and Weekend Peaks (KW)

and Total Consumption (KWh)

Weekday Ratio Weekend Ratio
Building Peak Total Total/Peak Peak Total Total/Peak

214 3.05 52.29 17.14 3.25 52.57 16.17
210 2.80 49.24 17.58 2.75 48.62 17.68
204 2.95 53.03 17.97 3.11 50.25 16.15
211 2.57 43.86 17.06 2.34 44.32 18.94
122 4.60 74.45 16.18 3.90 64.11 16.43
116 0.94 15.82 16.82 0.92 16.05 17.44
205 1.3 22.51 17.31 1.24 21.50 17.33
110 2.42 36.41 15.04 2.24 32.63 14.56
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Table 8

Equation and Coefficients for Determination of Daily Electricity Consumption Pat ens

Equation:

12n-b (2w where"'.'

Eh M. 4 + at sin - t- ,+ a2 sin - t-b 2  
wh.-

24 I 121
F = hourly electrical consumption (kWH)

a3 sin t-b, + sin tb Mh = mean of hourly consumption (kWH)
8 1 \6 a. = Amplitude of period i (kWH)

+asi2rtb i= Phase of period i (radians)9
(4.8 t = hour in question, t 1,24 (hours)

Troop Housing

Building Meh at b, a2  b2  a3  b3  a4  b 4  as b5

119 WI) 20.5982 3.569 -2.642 3.007 1.261 1.870 .813 -. 295

WI' 22.0475 3.831 2.661 1.943 -2.276 .812 1.302 .289 2.135

127 WD 22.5250 5.336 2.115 1.911 2.817 .947 -2.239 1.375 -. 567 1.220 2.169

.W, 16.0245 2.324 2.503 .816 --2.535 .299 2.319

136 WD 1.2429 0.217 2.158 .262 3.197 .059 3.126 .067 .152 .027 2.479

WE 1.3034 0.233 --2.535 .162 -2.569 .030 1.051 .039 3.417

137 WD 1.3766 0.232 -2.347 .205 3.293 .055 3.042 .034 -. 113

WE 1.4656 0.232 -2.811 .119 -2.410 .037 1.740

339 WD 37.550 4.551 3.189 3.670 3.323 1.174 -2.258 .803 -. 305 .766 2.364

WE 35.4767 5.091 3.204 2.370 -1.900 .490 2.417

Dining Facilities

130 WD 19.1436 5.849 1.961 2.519 2.449 .673 -2.145 1.881 -. 602 .302 2.790

WE 14.1039 3.512 2.144 .685 -. 328 .469 3.620

131 WD 10.306 2.821 1.916 1.382 2.051 .245 -1.732 .887 -. 426 .302 3.705

WE 8.7238 2.087 1.829 .639 -. 539 .285 2.709

241 WD 25.888 4.889 2.611 2.238 -1.838 .305 1.468 .341 3.645

WE 26.8679 3.576 3.233 1.748 -1.550 .772 .122 .594 .584 .448 .387

333 WD 58.817 10.860 1.326 4.104 1.801 1.425 3.138 5.345 -. 986 1.658 3.054

WE 54.5594 12.020 1.644 .795 -1.688 4.164 -. 429 .9995 3.692

Family Housing

IIOWD 1.517 .497 2.506 .652 3.060 .136 -. 581 .146 1.837 .141 3.147

WE 1.3597 .616 3.136 .423 3.099 .116 .397 .104 2.895 .056 3.840

116 WD .6591 .194 2.916 .094 2.918 .061 2.131
Wl- .6687 .239 3.007 .085 3.239

122 WD 3.1020 .779 2.925 .760 3.048 .167 1.985 .178 1.614 .067 2.120

WI: 2.6712 .688 3.119 .535 3.413 .275 1.874

204 WI) 2.2095 .940 2.891 .377 2.315 .101 3.145 .129 4.168

WI.; 2.0939 .848 3.283 .376 - 2.325 .139 1.690

205 WI) .9381 .3345 3.155 .141 3.554

WE .8959 .3365 3.401 .085 --2.258

210 WD 2.0516 .699 2.801 .372 -- 2.068 .150 2.147 .084 4.095

WI- 2.0258 .821 3.040 .177 -1.779 .120 2.801

211 WD 1.8277 .542 -2.758 .214 2.895 .149 3.673 .090 .326 .068 2.741

WE 1.8468 .590 -2.864 .124 -1.342

214 WD 2.1789 .717 3.299 .372 -2.492 .102 3.345

WE 2.1903 .8206 3.295 .386 -2.218 .143 -1.709 .157 3.411 .129 4.228
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Table 8 (Continued)

Administradon/Training

: Building Meh a2  b, a2  b2  a3  b3  a4  b4  a5  b5

148 WD 61.7789 27.564 2.025 5.687 -1.732 4.021 -. 965 4.438 2.094
WE 36.585 .928 3.249 .578 -1.363 .509 .074

153WD 4.1215 4.118 1.777 1.359 -1.485 .525 -. 695 .849 2.005 .449 -1.223
WE 1.0266 .342 .055 .159 -1.216 .101 .196 .307 -. 096

365 WD 12.1827 3.965 1.723 .801 -2.050 1.007 -. 969 .489 1.968
WE 8.7095 .197 -1.353

Maintenance

138 WD 25.2679 9.437 1.866 2.501 -1.278 1.837 -. 9243 1.951 2.666
WF. 18.042 1.300 2.287 ,661 1.731

139 WI) 32.092 7.637 2.172 2.432 1.222 .981 .305 2.260 2.794 1.150) .1 10
WF 22.6927 2.163 .763 .380 1.518 .472 2.282

140 WD 336.5468 310.905 1.759 111.610 1.253 45.249 -1.155 69.283 2.234 12.026 .877
WE 156.6390 39.542 .8325 27.471 -1.533 10.424 3.765

Table 9
Troop Housing-Comparison of Weekday and Weekend Peaks (kW)

and Total Consumption (kWh)

Weekday Ratio Weekend Ratio
Building Peak Total Total/Pak Peak Total Total/Peak

119 28.5 494.21 17.34 25.75 529.14 20.54
136 1.80 29.83 16.57 1.67 31.28 18.73
137 1.85 33.04 17.85 1.78 35.17 19.75
339 44.5 910.20 20.45 40.5 851.44 21.02

As shown in Table 10, the weekday peak is always administration facilities (see Figure 19). Once again,
greater than the weekend peak. Also, in three out even though there are order-of-magnitude differences
of four cases, the weekday energy consumption is in the absolute level of consumption, the profiles for
greater than the weekend energy consumption. all the maintenance buildings are very similar; all

exhibit a large baseload.
Administration

Figure 18 shows typical daily electric consump- The weekend patterns for Maintenance Buildings
tion profiles for administration buildings. The week- 138 and 139 indicate fluctuation caused by HVAC
day profiles for all three buildings have a double control, such as fans and pumps turning on and off.
peak structure. Most of the profile seems to be since the total fluctuation is about 4 to 5 kWh.
dominated by occupant behavior. The weekend Building 140 has a pattern which is difficult to
unoccupied periods show a flat consumption profile; explain unless some type of weekend maintenance
the level of consumption corresponds approximately work is performed. The high level of weekend con-
to the weekday minimum. Because this baseload sumption when the buildings should be unoccupied
consumption is well above zero, it indicates an indicates potential for energy conservation. Table 12
opportunity for energy conservation. Table 11 gives gives the weekday and weekend peaks and consump- " -

the weekday and weekend peaks and totals. tion totals.

Maintenance Forecasting
The weekday energy consumption pattern for A second aspect of time series analysis which was

maintenance facilities is nearly identical to that of investigated was its use as a predictive tool. This is

19
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Table 10
Dining Facilities

Peaks (kW) and Total Consumption (kWh)

Weekday Ratio Weekend Ratio
Building Peak Total Total/Peak Peak Total Total/Peak

130 24.5 459.45 18.75 17.25 338.49 19.62
131 13.0 247.34 19.02 11.0 209.37 19.03
241 31.25 621.31 19.88 30.0 644.83 21.49
333 73.0 1411.61 19.33 68.5 1309.43 19.10

Table 11
Administrative Buildings-Comparison of Weekday and Weekend

Peaks (kW) and Total Consumption (kWh)

Weekday Ratio Weekend Ratio
Building Peak Total Total/Peak Peak Total Total/Peak

148 92 1482.7 16.11 38 878.0 23.0
153 9.1 98.92 10.87 1.5 24.6 16.4
365 17 292.4 17.20 9.5 209.0 22.0

Table 12
Maintenance Buildings-Comparison of Weekday and
Weekend Peaks (kW) and Total Consumption (kWh)

Weekday Ratio Weekend Ratio
Building Peak Total Total/Peak Peak Total Total/Peak

138 36 606.43 16.85 20 433.01 21.65
139 42 770.21 18.34 25 544.62 21.78
140 705 8077.12 11.46 207 3759.34 18.16

the classic application of time series analysis, as sumption. The approach used was to identify candi-
opposed to the characterization work which is pri- date time series models using a computer code
marily concerned with determining the data's sinu- known as DDS and then evaluate their forecasting
soidal components. The forecasting work uses these ability over both the original data and a future data
sinusoids and the random (stochastic) component of set.
the data to predict future consumption.

Candidate models were developed using hourly
The unit cost of purchased electricity depends on electrical consumption for Building 2060 at Fort

the peak demand. The higher the peak demand, the Carson, CO, from I a.m. on Monday, I August 1977,
higher the cost per kilowatt hour. Total electric cost to midnight on Friday, 12 August 1977. Figure 20 is
can be reduced by reducing peak demand even if a plot of this data. Weekends and holidays were
total consumption remains constant. If peak demand removed from the data, since the building is an
can be anticipated, then electric load can be shed and administration building which is used primarily on
the peak reduced. weekdays. Candidate models were then developed

and evaluated which forecasted electrical consump-
The objective of the forecasting portion of the analy- tion for I through 24 hours both over the original
sis was to demonstrate that a model could be devel- data set (I August 1977 to 12 August 1977) and over
oped which could forecast future hourly electrical a future data set for 15 August 1977 to 26 Augut
load with enough accuracy to manage energy con- 1977.
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The resulting form of the model is known as a kind of accuracies might be expected in projecting
deterministic plus stochastic model. The determin- the short-term measurements over a longer period
istic portion of the model is made up of sinusoidal (in of time.
this case, the 24-hour fundamental and the 12-, 8-,
and 6-hour) harmonics. The stochastic form of the The first step is the development of a time series
model consists of an ARMA* (5,2). The basis of the model for a particular building's electrical consump-
ARMA model is that the value of the function at any tion. This analysis used daily electrical energy con-
time depends on the function's previous values. The sumption figures for a Fort Belvoir family housing
degree of the model indicates how many past values unit during the 1977-1978 heating season (see Figure
are needed to predict the present value. The behavior 26). The time series model had a deterministic
of the model which was developed can be observed portion and a stochastic portion. The deterministic
by comparing the actual data in Figure 20 with the portion was developed through Fourier series analy-
prediction of the model shown in Figure 21. Figure sis and was used to determine the data's sinusoidal
22 shows the error between the actual data and the behavior. The stochastic portion was developed by
model. As shown in Figure 22, the prediction error using an ARMA model to reflect the dependence of a
increases as the forecast lead time increases. Com- present data value on some set of past data values.
parison of the model with the data used to generate it Figure 27 shows the results of the Fourier analysis.
is a first step in determining its adequacy. The final The solid horizontal line indicates a 99 percent con-
test is an evaluation of the model's ability to make fidence limit of significance, while the dashed line
predictions against a future data set. Figure 23 is indicates 95 percent limits. One cycle per sample
a plot of the future data set. Figure 24 is a plot of period proved to be significant, explaining 41 percent
the model's prediction of the future data set. The of the variance in the data. This phenomenon may be
error in predicting the future data set is shown in explained by the increased lighting demands during
Figure 25. Again, the prediction error increases as December and January. Three cycles per sampling
the forecast lead time increases. The standard error period achieved the 95 percent limit; however, this
associated with one-step-ahead forecasts with this period explained only 6.9 percent of the total vari-
model results in an accuracy of ±3 kWh in the ance. An analysis showed significance for both three
model's prediction. This is about 10 percent of the and two cycles per sample period using the F-test.
peak amplitude and should be accurate enough to However, three and two cycles per heating season
manage energy consumption. were unexplainable phenomena; therefore, these peri-

odicities were regarded as purely stochastic behavior.
Short-Term Meteing

A third application of the time series analysis was Hence, to acquire stationary figures, period 272
its use in short-term metering. Conservation of elec- was removed from the data. Residuals were plotted
trical energy is important within the Army, but it can to visually check data stationarity (see Figure 28).
be difficult, Part of the problem is that many build- The data were then prepared for DDS stochastic
ings do not have electrical meters. It is hard to reduce modeling.
the total utility bill when little is known about indi-
vidual building consumption. The stochastic modeling strategy involved succes-

sively fitting of ARMA (2n,2n- 1), n= 1,2.... using
One feasible solution to this problem is using the DDS computer program, until AIC, Chi-square,

clamp-on, short-term metering for sampling. This and F-test criteria were satisfied. ARMA (5,5)
idea is becoming popular as a way of inducing resulted in a minimal AIC value, and the reduction
different groups on post to compete in energy con- of a parameter proved insignificant according to the
servation. The basic idea behind short-term metering F-test. Phi (5) and Theta (5) were both statistically
is that a short-term measurement can provide a significant for ARMA (5,5). Therefore, ARMA (5,5)
reasonable estimate of a building's overall energy was chosen as an initial adequate model. The com-

consumption over a longer period of time. Time bined results of the Fourier and ARMA analyses
series analysis was examined as a way to determine make up a mathematical model for the family hous-
how short a metering period could be used and what ing unit's electrical energy consumption behavior. -

This model can now be used to provide the
*Auto Regressive Moving Average. statistics and parameters required to estimate sample -I
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. sizes and accuracies expected from a short-term Table 13
" monitoring effort. CERL Technical Report N-10 1l2  N Requirements

indicates that the variance of X may be calculated
using the parameters of the fitted ARMA (n,m) % Error on Average Required N (days) S
model (see Appendix A). Using this variance will 50 18
take into account the continuity of sampling, rather

, than the necessity of performing a random sample 40 28
and using the conventional variance. DDS shows "0's
that the Var (X) equals 4.5267. 30 50

25 72DDS supplies the sample size, N, required to
achieve a 95 percent confidence interval plus or 20 113
minus 50 percent of the mean. This value is listed on
the output as N (.5X) Appendix A shows the method
for calculating N. Since N is inversely proportional To test the results of the analysis, data from two

* to the square of X - X, the tighter one wishes to other family housing units were analyzed. Segments
predict the mean, the greater the value of N. of data 18 days long were taken, and averages were

determined at various times during the heating sea-
Table 13 displays the various N requirements, son. The averages were corrected for the annual sinu-

given a number of different constraints on the con- soidal variation (e.g., the deterministic portion of the
fidence interval. For example, 95 times out of 100, mathematical model), using Eq 16.
the average for 72 days of continuous sampling
of heating season electrical consumption (or 2.4 ( 2 1r -

months) will fall within 25 percent of the true average E( 272 1.3882) [Eq 16]
electrical consumption for that heating season.

Table 14 gives the results of this test.

2P. D. Schomer, et al., Temporal Sampling Requirements for
Estimating the Mean Noise Level in the Vicinity of Military The length of the sample period used in Table 14
Installations, Technical Report N-101/ADA099801 (CERL, is 18 days. Table 13 shows that the expected error is
1981). ±50 percent, yet the largest error encountered in this

Table 14
Heating Season Electrical Consumption Prediction Errors

Estimated Heating
Season Average

Building Sampling Period Electrical Consumption Actual % Error

210 23 Sep-10 Oct 39.024 44.20 11.7
210 19 Oct-5 Nov 44.47 44.20 0.6
210 18 Nov-5 Dec 45.12 44.20 2.1
210 28 Nov-15 Dec 43.32 44.70 2.0
210 8 Jan-25 Jan 38.98 44.20 I 1.8
210 17 Feb-6 Mar 40.65 44.20 8.0210 10 Mar-27 Mar 40.57 44.20 8.2
210 24 Apr-lI May 50.64 44.20 14.6
210 5 May-22 May 52.52 44.20 18.8
210 23 May-9 Jun 52.48 44.20 18.7
204 1 Oct- 18 Oct 33.99 37.06 -8.3
204 2 Apr-] 9 Apr 34.98 37.06 5.6
204 16 Jan-2 IFeb 35.75 37.06 3.6 ..-
204 18 Nov-5 Dec 39.26 37.06 5.9 O
204 6 Dec-23 Dec 35.61 37.06 -3.9
204 10 May-27 May 43.86 37.06 18.3
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test was +18.81 percent. Investigation13 indicated The characterization of daily electrical consump-
that the method of calculating N which was used will tion which was done as part of the time series
overestimate N if any sinusoidal components remain analysis provides information on the timing and
in the data. This is the suspected cause of the magnitudes of electrical consumption peaks for the . -

discrepancy between the estimated and actual errors, various building categories. The ratio of total daily
electrical consumption to hourly peak consumption

The conclusion to be drawn from the analysis is was found to be about 18 for the buildings surveyed.
that the actual error experienced for a sample period The information provided should be useful to the
of length N may be better than predicted. Based on DEH engineer in developing daily load shedding
the data presented here, a sample period of 18 days plans and to the District Engineer in using computer-
appears adequate to make energy consumption pre- based energy estimation tools to program the timing
dictions of ±18 percent for a family housing heating of internal gains.
season, if the data are corrected for seasonal trends.
Since it appears that the seasonal trends for family The results of the time series analysis to develop 7
housing units at one post are all very similar, it criteria for short-term metering showed that accurate, O
should be possible to monitor one unit on a daily short-term metering is feasible in Army buildings.
basis for 1 year, use these data to determine season-
ality, and then conduct short-term measurements on

It is recommended that DEH, MACOM, and
District engineers use the results of the analysis
presented in this report to estimate the energy con-
sumption of groups of buildings. There are a number

CONCLUSIONS AND of areas to which these results can be applied.

4 RECOMMENDATIONS
1. The regression equations summarized in Table

15 can be applied to mobilization planning by pro-
The results of regression analysis indicate that jecting energy impacts from changes in facility active

simple, easy-to-use relationships can be determined square footage. They can also be used to project
for Army facilities' energy consumption, based on energy impacts of National Guard or tenant activi-
heating and cooling degree days. These relationships ties, estimate utility use during weather changes,
can be used to estimate energy consumption for estimate the amount of post process energy, and
aggregates of 10 or more buildings. The methods can serve as an element of Energy Engineering Analysis
be used for estimating energy consumption in all Programs.
types of buildings, including family housing, troop
housing, administration/training facilities, dining 2. As indicated in the time series analysis section,
facilities, medical/dental facilities, product mainte- it is possible to accurately estimate an individual
nance facilities, community facilities, and storage building's daily average electrical consumption from
facilities, short-term metering. If the DEH has daily energy

consumption data for a building typical of a particu-
The analysis of scatterplots indicates that the lar building type of interest, he/she may subject the

observed patterns of energy consumption often cross data to time series analysis. The analysis can be done
building type categories and may provide a way by FE personnel or by a private contractor. Once
to assess various methods of energy conservation, such an analysis is complete and the seasonal trend is
Furthermore, the analysis of scatterplots indicates determined for that building type, accurate short-
that the patterns observed were common to buildings term metering can be performed for any building of
at all three posts; this confirms the assumption that that type on the post.
Army buildings are very similar.

It is also recommended that the daily electrical
"Personal communication between B. Sliwinski (CERL) and consumption profiles presented in the characteriza-

Dr. S. Kapoor (University of Illinois). tion section be used as an aid to load management.
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Table 15
Summary of Regression Equations

Heating

Ih (Btu/sq ft/day) -- a + bI x (HDld)

Accuracy
(btu/sq ft/day)

al b Individual Group

Family Housing 113.5 16.5 ±200 ±24
Troop Housing (Pre-1966) 130.5 15.9 ±200 ±20
Troop Housing (New) 81.9 7.4 ±125 ±16

*Troop Housing (Modular) 295.9 34.3 340 ±60
Admin/Training 75.7 18.9 ±280 ±20
Dining 241.9 0.0 ±182
Med/Dental 254.4 24.3 ±520 ±64
Prod/Maintenance 91.5 31.4 ±720 _72 - .
Fieldhouse/Gyms 73.7 32.4 ±460 ±40
Commissary 147.0 14.2 ±380 ±36
Storage 35.7 36.1 ±520 ±80 . -

Electrical

E (kWh/sq ft/day) a2 + b X (CDDd)

Accuracy
(kWh/sq ft/day)

a2  b2 Individual Group

Family Housing (air cond) .0136 .00172 ±.02 t.0016
Family H.iusing (non-air cond) .0166 ±.0008
Troop Housing (air cond) .0157 .00149 ±.016 ±.0020
Troop Housing (non-air cond) .0152 ±.0037
Troop Housing (non-air add) .0065 ±.0026
Admin/Training (May-Sep) .0512 ±.014
Admin/Training (Oct-Apr) .0215 ±.005
Med/Dental (May-Sep) .0557 ±.03
Med/Dental (Oct-Apr) .0353 ±.01
Prod/Maintenance .0264 ±.008
Storage .0141 ±.005

Community Facilities Electrical Consumption

Consumption Accuracy
Building Type (kWh/sq ft/day) (kWh/sq ft/day)

143 Commissary .09720 ±.010
149 Commissary Annex .2130 ±.010

220 Commissary .1495 ±.013
227 Swimming Pool .0191 ±.006
239 Theater .0319 ±.016

336 Branch PX .0610 ±.015
354 Commissary .0816 ±.023
364 Gymnasium .0139 ±.002
375 Field House .0354 -. 010
362 Community Center .0709 -. 002

(Summer)
362 (ommunity Center .0446 ,.010 -

(Winter)
376 Main PX (Summer) .0345 -.009
376 Main PX (Winter) .0202 +.003
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Figure 15. Time series characterization-family housing.
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APPENDIX A: 4) = Phi parameter of ARMA model.
METHOD FOR CALCULATING N

2 S S.1DDS gives a.; a. -z-a __

For an ARMA (n,m) model:

s2= Z X J (X -A M)S, N

2 [0 - Y 0 Z (x - I)-)S
Var (X)=R (iej __=1

where J (X )

2 Residual Sum Sq N = S.

N - (n + m + I

N =Samle izeNote: Z =1.96 for a 95 percent confidence interval,

=~ Theta parameter of ARMA model

6x

m. 7. -o -6
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